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Introduction
A knowledge of the correct subsurface temperature regime in a well is not only impor-
tant for the hydrocarbon industry, but also for geothermal purposes (e.g. Ganz 2015; 
Schumacher et  al. 2020), as well as for modelling of the thermal state in a particular 
region (e.g. Norden et al. 2012) or of the crust (e.g. Bonté et al. 2012; Agemar et al. 2012) 
or even the entire lithosphere (e.g. Bayer et al. 1997; Norden et al. 2008; Freymark et al. 
2017; Przybycin et al. 2017).

Temperature measurements in boreholes have been carried out for more than 100 
years. However, researchers have struggled to obtain accurate formation temperature 
measurements which can be used to understand the thermal regime in the subsurface 
(e.g. Jessop 1990).

Thermal disturbance

Temperature data can be recorded directly after the end of drilling operations or after 
a gap of some time. During drilling, mud is circulated in the borehole to cool the drill 
bit and remove cuttings. The temperature within the borehole therefore deviates from 
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the formation temperature due both to frictional heating caused by the drill bit and also 
due to the temperature differences between the rock and the drilling mud (Jessop 1990). 
This effect increases with the increasing duration of the drilling operation. Moreover, 
the thermal disturbance caused by the circulating drilling mud is not equally distrib-
uted over the length of the borehole. For deep boreholes ( > 1000 m ), the lower part of 
the borehole is cooled down by the drilling mud. As a consequence, heat is exchanged 
between the formation and the drilling mud. On its way up from the bottom to the sur-
face, the heated up drilling mud then loses some of its heat to the cold upper parts of 
the well and in turn heats them up (e.g. Jaeger 1961; Dowdle and Cobb 1975). Thus, two 
opposing trends (cooling of the lower parts and heating up of the upper parts) are man-
ifest within a single borehole and have to be considered if temperature logs are to be 
corrected.

Different types of temperature measurements, however, are affected by the described 
processes to different degrees. Thus, bottom-hole temperatures (BHTs), which usu-
ally are single temperature measurements made at the bottom of the borehole shortly 
after the end of mud circulation, are prone to large errors (e.g. Bullard 1947; Dowdle 
and Cobb 1975). By contrast, temperature logs, which are recorded over a significant 
part of the borehole length and often even continuously from the surface to the total 
depth, may provide a more accurate representation of the thermal field, especially if they 
are recorded some time after the end of mud circulation. In addition, logs may capture 
variations in the geothermal gradient, which single point measurements cannot deliver. 
Finally, production tests or drill-stem tests can provide a reliable source of subsurface 
temperature information as the temperature of water produced from a given formation 
is assumed to correspond closely the temperature of the rock (e.g. Perrier and Raiga-
Clemenceau 1984; Hermanrud et al. 1990). However, the reliability of the temperature 
information can be severely compromised if the drill-stem test or the production test is 
preceded by extensive drilling operations or an injection test.

Even though different types of temperature measurements have smaller or larger 
inherent errors, they are all affected by the same problem, namely: if insufficient time 
has elapsed since the end of drilling, the measured data will be subjected to the thermal 
disturbance caused by the drilling process (e.g. Bullard 1947; Lachenbruch and Brewer 
1959; Perrier and Raiga-Clemenceau 1984; Zschocke 2005).

Existing correction methods for log temperatures

The importance of correcting log temperatures is shown by the extensive research which 
has been carried out in this field over the past half-century or more. Thus, Bullard (1947) 
suggested that, at the end of mud circulation, it was necessary to wait for a length of 
time equal to 10–20 times the duration of drilling operations to obtain reliable formation 
temperature measurements. Lachenbruch and Brewer (1959) reported values of eight 
times the duration of the drilling operations until the effect of fluid circulation on the 
formation temperature was less than 0.01 °C. Repeated measurements after the end of 
drilling show that measured temperatures approach formation temperature asymptoti-
cally and can therefore be used to determine it. However, such repeated measurements 
are seldom available. Thus, the correction method suggested by Bullard (1947) cannot 
often be employed and other correction methods have been developed as a result.
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Most of the correction methods developed for temperature recordings were devised 
for BHT measurements and cannot be transferred to measurements of the temper-
ature profile indiscriminately. An example is  the correction method proposed by 
Kutasov and Eppelbaum (2010), which is only valid for BHTs as it depends on the 
assumption that the thermal disturbance close to the well bottom is short-lived. A 
variety of other correction methods rely on the Horner method (Horner 1951), which 
requires multiple measurements to be made at different times after the end of mud 
circulation (e.g. Dowdle and Cobb 1975; Fertl et al. 1986; Cao et al. 1988). A correc-
tion method which combines the Horner method with estimates of the radial heat 
flow and thus does not require multiple measurements at different times after the end 
of mud circulation was proposed by Zschocke (2005). However, to arrive at good esti-
mates of the equilibrium temperature this method depends on information about the 
well’s radius, the thermal diffusivity of the rock, the time of exposure of the formation 
to the circulating mud and the shut-in time.

Other authors correlate the necessary corrections with depth. Harrison et  al. 
(1982) established a depth-dependent correction curve for BHTs of wells with depths 
between 3,000 and 10,000 ft in Oklahoma based on the differences between BHT val-
ues and reliable temperature measurements in the same area.

Another approach to temperature correction is based on the time since the end 
of mud circulation. Examples of this approach include Waples and Ramly (2001), 
who used drill-stem test data from the Malay Basin to develop a statistical correc-
tion method based on the time since the end of mud circulation and thus indirectly 
on depth. Similarly, Zare-Reisabadi et al. (2015) relied directly on information about 
depth and time since the end of mud circulation to develop a correction method for 
wells in the Persian Gulf.

In order to obtain better input heat flow data, Norden et al. (2008) developed a cor-
rection method for thermal gradients using a subset of temperature logs from the 
North German Basin discussed in this study. For five wells, the authors used the cor-
rected temperatures at the lowermost log depth from Förster (2001) and the cross-
over point defined in this study (see section "Cross-over point") to obtain corrected 
log values for the complete length of the log profile. For these wells, mean tempera-
ture gradients between the surface and the cross-over point as well as between cross-
over point and corrected bottom log temperature were determined. However, no 
corrected log temperatures were calculated.

In addition to the afore-mentioned correction methods, which rely on analytical 
approaches, numerical modelling can be used to infer the correct formation tem-
perature from temperature logs. However, such numerical models (e.g. Espinosa-
Paredes and Garcia-Gutierrez 2003; Espinosa-Paredes and Espinosa-Martínez 2009; 
Yang et al. 2015; Wang et al. 2019) require detailed information about the well (e.g. 
well geometry) and its drilling process (e.g. mud flow rate, mud properties) to pro-
vide good results. However, especially in high-enthalpy regions, where the difference 
between measured temperature logs and true formation temperature can be very 
high due to occurring convection, numerical modelling which takes convection into 
account can deliver better corrected temperatures than analytical models (Wang et al. 
2019).



Page 4 of 23Schumacher and Moeck ﻿Geotherm Energy            (2020) 8:27 

Available temperature data

This study is based on temperature logs from wells in the eastern part of the North Ger-
man Basin, publicly available from the Geophysics Information System of the Leibniz 
Institute for Applied Geophysics (Kühne et al. 2003). This information system provides 
information on a range of geophysical measurements made in Germany including tem-
perature data for more than 11,000 boreholes in Germany. The majority of latter data 
consist of bottom-hole temperatures, which have been corrected according to the meth-
ods proposed by Schulz et al. (1992) based on a Horner-type analysis (Horner 1951) or a 
line-source model (Bullard 1947). In addition to BHT values, temperature logs and tem-
perature data from production tests are also available.

The data are classified according to their reliability, i.e. their correspondence with true 
formation temperatures. BHTs are classed in the lowest category of reliability because, 
even after correction and sometimes multiple measurements for a single depth, they 
may show major deviations from the true temperature (e.g. Hermanrud et  al. 1990; 
Förster 2001).

Log readings are subdivided into two classes in the Geophysical Information System. 
The first class consists of logs which were recorded long enough after the end of mud 
circulation that they can be thought of as undisturbed and to represent (nearly) true for-
mation temperatures.

The second class consists of logs for which the time since the end of circulation was 
not large enough to provide equilibrated temperatures within the well; these logs are 
referred to as “disturbed”. However, in most of the cases, the time between end of mud 
circulation and the recording of the log is not known.

Temperature data from production tests are considered to provide the most accurate 
information on true formation temperatures as, in general, these tests were conducted 
until stable conditions at the wellhead were achieved. Nevertheless, the data are often 
not consistent within a single well; in numerous cases, temperatures from production 
tests are found to be lower than those recorded by disturbed logs. In these cases and 
where no information about the well’s operational history is available, it is probable 
either that the production test was preceded by an injection test or that no stable flow 
rate could be achieved. Therefore, such a test shows unrealistically low temperatures. 
Such temperatures from a production test which deviates substantially from other tem-
perature measurement within a well are considered to be untrustworthy and are stored 
separately within the Geophysics Information System.

Geothermal play type

The analysed well data are from the eastern part of the North German Basin (NGB). The 
NGB represents an intracratonic sedimentary basin where conductive heat transport domi-
nates this geologic system (Moeck 2014). The basin is part of the Central European Basin 
System (Feldrappe et al. 2007) and contains a Permian to Paleogene volcano–sedimentary 
fill up to 12 km thick (Fig. 1). Variable sediment thicknesses are a consequence of the basin 
evolution with different subsidence and uplifting phases, disturbed by halokinesis of Upper 
Permian salt rock (Hansen et al. 2007). The Upper Permian salt rock layer are relevant for 
the basin wide heat transport mechanisms. 3D finite element simulations have shown that 
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advective or convective heat transport can have an important effect on  the heat transfer 
in suprasalt successions in the vicinity of salt ridges or diapirs (Cherubini et al. 2014). Also 
large fault zones can have a similar effect, while below the salt successions conduction is 
the dominating heat transport (Cherubini et  al. 2014; Scheck-Wenderoth et  al. 2014). In 
the absence of large fault zones and halokinetic structures, conduction is the dominant 
mechanism in the NGB, controlled by geologic-petrophysical factors such as thermal 
conductivity, sedimentary thickness or lower crust properties (Scheck-Wenderoth et  al. 
2014). Since the analysed well data are far afield from regional fault zones or halokinetic 

Fig. 1  Stratigraphy of the North German Basin
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structures, conduction is suggested as dominating heat transport, representative for other 
low-enthalpy sedimentary basins worldwide (Majorowicz et al. 2014; Moeck 2014).

The eastern part of the NGB covers the territory of the former German Democratic 
Republic (GDR). From 1962 to 1990 more than 1,000 deep reconnaissance and exploration 
wells were drilled here to search for energy resources such as natural gas, oil or geother-
mal reservoirs. Temperature logs from some of these wells were used to develop the new 
method for temperature log correction detailed in this study. One of the deepest boreholes 
is the well Mirow 1/74 drilled from 1974 to 1977 to a depth of 8,008 m (Hoth et al. 1993), 
being the deepest well on the European continent until the KTB was drilled in the 1990s.

Methods
The only data consistently available for all temperature logs in the analysed area (the 
eastern part of the North German Basin) are the temperature measurements them-
selves and the depths at which they were recorded. Other data, such as the time interval 
between end of mud circulation and temperature measurements are only sparsely rep-
resented in the Geophysical Information System. Therefore, correction methods which 
are based on information such as the time since the end of mud circulation cannot be 
employed. In this study, we present three newly developed correction methods (A, B 
and C: see below) based on basic, commonly available information. The performance of 
these methods was tested against production test data for the wells analysed to appraise 
their validity. In total, temperature measurements as well as production test data were 
available for 25 wells in the eastern part of the North German Basin (Fig. 2).

Cross‑over point

Förster (2001) analysed log temperatures of 13 wells in the eastern part of the NGB, for 
which temperature data were recorded at different times after the end of mud circula-
tion. The analyses showed that there exists a depth-point in each of these wells at which 
the thermal disturbance due to mud circulation is zero. As the top of a well is heated by 
the mud circulation and the bottom is cooled, such a point has to exist for each well. The 
location of this so-called cross-over point was empirically determined as:

where zCP is the depth of the cross-over point [m], parameter a=0.39 is an empirically 
derived fitting parameter, parameter b=267 m and zf  is the final depth of the borehole 
[m] (Förster 2001).

Thermal disturbance

In order to determine the magnitude of the thermal disturbance for each log, the surface 
temperature of the log is compared to the true surface temperature and the resulting 
temperature difference is taken as a measure for the thermal disturbance:

with �T  being the temperature difference [K] between the surface temperature taken 
from the temperature log, T0 [ ◦C ], and the true surface temperature Ts [ ◦C ] recorded at 
a depth of about 13 m depth. The true surface temperature was measured at this depth 

(1)zCP = a · zf + b,

(2)�T = T0 − Ts,
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to take account of seasonal temperature and was derived from data from the German 
Meteorological Survey (Agemar et al. 2012).

The surface temperature from the temperature log is in most cases not readily avail-
able, but had to be extrapolated from log measurements in deeper parts of the borehole. 
An underlying assumption for this linear extrapolation is that the thermal conductivity 
does not vary significantly between the surface and the depths at which the temperature 
was measured.

The depth of the uppermost log measurements varies between 50 and 1000 m, with 
the majority of measurements made at a depth of 100 m to 200 m (Fig. 3).

In order to analyse the uncertainties introduced by extrapolating log measurements 
at a given depth to the surface, additional extrapolations were carried out for existing 
measurements. For this, the uppermost log readings were ignored and linear extrapola-
tions were performed to the depths of these uppermost log measurements.

The linear extrapolations used log measurements starting at a depth of 200 m or 500 m 
and encompass temperature measurements over an interval of 200 to 400 m below the 
starting depth. The interval chosen depends on the thermal gradient. A relatively large 
interval (e.g. 400 m) is in general preferable for the extrapolation because it contains 
more temperature values; however, variations in the thermal gradient over this interval 
result in a reduction of the correlation coefficient for the linear function used for the 
extrapolation. Thus, the interval used for the extrapolation is chosen so that the correla-
tion coefficient is as large as possible.

Fig. 2  Locations of the analysed wells. Black points: locations of the wells used for this study; grey pentagons: 
large cities; blue-green areas: halokinetic structures
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Method A

The first correction equation developed is based on a rotation of the disturbed log 
around the cross-over point (Fig. 4) defined by Eq. 1 so that the thermal disturbance at 
the surface equals zero:

where Tc1(z) is the corrected temperature value [ ◦ C] at a given depth z [m], Tlog the orig-
inal temperature log value at this depth and zCP is the depth of the cross-over point. The 
correction method based on this equation is referred to hereafter as method A.

(3)Tc1(z) = Tlog −

(

�T −
�T · z

zCP

)

,

Fig. 3  Depth of first temperature measurement. The number of wells for which the first temperature 
measurement was made at a given depth

Fig. 4  Sketch of the effects of the different correction methods on the temperature data. Black dashed 
line: original temperature log; blue dash-dotted line: method A; black solid line: method B; red dotted line: 
method C
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Method B

For a second correction equation, the same rotation of the disturbed log around the 
cross-over point as in Eq. 3 is used. However, it is also assumed that the thermal distur-
bance at the time of measurement is at a maximum at the surface, while it should be zero 
some metres below final well depth. This first-order approximation adds another factor 
to Eq. 3, which leads to following equation:

where Tc2(z) is the corrected temperature value [ ◦ C] in a given depth z [m] and zf  is the 
final well depth [m]. Parameter c [m] describes the additional depth in metres, below 
the final well depth, at which the thermal disturbance is zero. This depth is termed the 
“neutral depth” and as a first assumption set to 50 m below final depth. The correction 
method based on Equation 4 is referred to hereafter as method B.

Method B is based on method A, but contains an additional term. This additional term 
is assigned a value of 1 for the thermal disturbance at the surface and a value of 0 for the 
thermal disturbance in the neutral depth. The underlying assumption is that the drilling 
process acted 100 % of the total drilling time on the temperatures at the surface, while it 
had no time to act on the temperatures at the neutral depth. Due to a lack of information 
regarding the actual progress of drilling with time, a linear interpolation between the 
surface and the neutral depth is performed.

While the cross-over point is in general located within the upper third of the well 
(depending on its final depth), the neutral depth is always below the final well depth 
(Fig. 4).

Method C

In addition to Eqs. 3 and 4, a third correction equation is analysed, which is based on 
the published corrected BHTs by Förster (2001). Here, the temperature difference ( �T2 ) 
between the lowermost log measurement and the corrected value by Förster (2001) for 
this depth has been used to correct the log temperatures below the cross-over point. For 
the upper part of the well, the same correction as for method A applies:

where Tc3(z) is the corrected temperature [ ◦ C] in a given depth z and zlog the depth of 
the lowermost log measurement [m]. The correction method based on this equation is 
referred to hereafter as method C.

Interpolation or extrapolation to production test depth

For the wells analysed, no log temperatures were recorded in the depths for which pro-
duction test temperatures are available for comparison; thus temperatures for produc-
tion test depths were interpolated from at least the four nearest log measurements. 

(4)Tc2(z) = Tlog −

(

�T −
�T · z

zCP

)

·

(

1−
z

zf + c

)

,

(5)Tc3(z) =







Tlog −

�

�T −
�T ·z
zCP

�

for z < zCP

Tlog +�T2 ·

�

z−zCP
zlog−zCP

�

for z ≥ zCP,
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Which and how many measurements were used for the interpolation depended on the 
lithology encountered by the well. If the production test is located close to a significant 
change in lithology and thereby an obvious change in the thermal gradient, only log val-
ues within the same lithology as the production test were used.

In several cases, the production test depths were greater than the final depth of the log 
measurements. Here, the temperature for the depth in question was linearly extrapo-
lated from the last log temperatures.

The interpolated or extrapolated temperatures were subsequently corrected using the 
methods A to C described above.

Results
Extrapolation

As a direct evaluation of the linear extrapolation used for the surface temperatures is not 
possible in the wells analysed due to a lack of data, extrapolations to a depth close to the 
surface were performed using the existing data set. The uppermost log temperature was 
ignored and log temperatures starting at depths of either 200 m or 500 m depth were 
extrapolated to the depth of the uppermost log temperature. A comparison between 
actual measurements and extrapolated temperatures is shown in Fig. 5. No significant 
difference between data sets starting in a depth of 200 m or 500 m can be observed.

To quantify the error associated with the extrapolation, the normalised temperature 
difference (i.e. the total temperature difference divided by the depth difference) between 
measured and extrapolated log measurement was plotted versus the depth difference 
between the measured value and the topmost value used for the extrapolation (Fig. 6). 
This plot shows that there is a systematic overestimation of the temperature. Interest-
ingly, a trend towards a decreasing temperature error per metre can be seen for greater 
depth differences.

Fig. 5  Measured versus extrapolated uppermost log measurements. The black line indicates the perfect fit. 
Blue dots: extrapolations using values starting in a depth of 200 m; red triangles: extrapolations using values 
starting in a depth of 500 m
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Production tests

The only way to analyse the validity of the proposed correction equations is to compare 
them with temperature measurements from production tests, which are believed to give 
a good representation of the true formation temperature. For 25 wells in the eastern part 
of the North German Basin both disturbed temperature logs and temperature measure-
ments from production tests were available; however, the depth of the log measurement 
did not coincide with the depth of the production test measurement in any of them. 
Therefore, theoretical temperatures were calculated from the log measurements for the 
depths of the production tests. Thus, linear interpolation or extrapolation was necessary 

Fig. 6  Temperature difference between measured and extrapolated log temperatures. Normalised 
temperature difference between measured and extrapolated log temperatures versus the depth difference 
between the measured value and the topmost value used for the extrapolation. Blue dots: extrapolations 
using values from a depth of 200 m downwards; red triangles: extrapolations using only values from a depth 
of 500 m downwards

Fig. 7  Predicted temperatures from corrected log measurements versus temperatures measured during 
production tests. The black line indicates perfect correlation. Blue dots: method A; black squares: method B; 
red crosses: method C
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to obtain temperature value predictions for the production test depths using the correc-
tion equations. The results of these calculations are shown in Fig. 7.

Differences in temperatures between production test measurements and predic-
tions from the corrected logs are rarely larger than 10 K. As a general trend, it can 
be observed that predicted temperatures from corrected logs using either Eq. 3 (i.e. a 
simple rotation around the cross-over point) or Eq. 5 (i.e. fitting the log to corrected 
BHTs) often overestimate the true formation temperature. Equation  4 on the other 
hand shows a tendency to underestimate temperatures, especially for higher values.

These findings become even more apparent in Fig.  8, which shows the difference 
in production test data and predictions from corrected logs versus depth. For depths 

Fig. 8  Differences between measured production test temperatures and predicted temperatures from 
corrected logs. Blue dots: method A; black squares: method B; red crosses: method C

Table 1  Temperature differences to production test data for the three correction methods 
analysed. The average error as well as the standard deviation ( σ ) are shown. To highlight 
potential shortcomings of  each method, separate statistics are exhibited for  data 
which were interpolated from  corrected logs and  those which had to  be extrapolated 
as the production test was in a larger depth than the final log measurement

Correction method All production tests Interpolated values only Extrapolated values 
only

Average error 
[K]

σ [K] Average error 
[K]

σ [K] Average error 
[K]

σ [K]

A (Eq. 3) 4.3 5.3 4.0 5.5 4.7 4.0

B (Eq. 4) 0.0 3.2 0.5 3.3 −1.6 2.4

C (Eq. 5) 3.1 3.7 2.7 3.2 4.2 4.7
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below the cross-over point (whose average value for the analysed wells is about 2100 
m), the temperature differences are predominantly positive for Eq.  3 and 5, but are 
more equally balanced for Eq. 4. Statistical data for each correction method are pre-
sented in Table 1. For each method, the differences between all production test meas-
urements and predictions from corrected logs were analysed for all 25 wells. The 
average error as well as the standard deviation were computed. Additionally, to exam-
ine if there are significant differences in data quality between interpolated and extrap-
olated corrected log temperatures, both categories were explored separately. Only for 
method C, the extrapolated values are slightly worse than the interpolated values.

Even though the average errors are comparatively small for all three correction meth-
ods, the standard deviations are large. Moreover, significant differences between the cor-
rection methods can be observed.

Sensitivity analysis

The sensitivity of the methods to key parameters in their underlying equations was 
tested.

As all methods are based on Eq.  1, which features two empirically derived parame-
ters (a and b), the influence of variations in these parameters on the average errors and 
standard deviations of the three correction methods was analysed (Fig. 9). Parameters a 
and b have only been determined for the North German Basin and their possible range 
of values in other sedimentary basins is not clear. Thus, both parameters were varied in a 
range of ± 50% of their values in the North German Basin. Figure 9 shows the sensitivity 
of the three correction methods to variations in the parameters a and b.

Changes to parameter a will have a significantly higher impact on the average errors of 
all three methods than changes to parameter b (Table 2). For the same variation between 
50 % and 150 % of the values of a and b proposed by Förster (2001), the average error 
changes at least nine times as much for a than for b. Moreover, method A is affected 
most strongly by parameter changes, while changes in either parameter will have a rela-
tively slight impact on the results of methods B and C.

The standard deviations of method B and C remain nearly constant with parameter 
variations (especially for b), while that of method A shows greater sensitivity. Thus, the 
standard deviation of method A is the highest in nearly all cases, while that of method B 
is the lowest for nearly all variations considered (Fig. 9). Moreover, only method B exhib-
its average errors of zero or close to zero for a large spectrum of parameter variations.

For method B not only the parameters of Eq. 1 are relevant, but also parameter c in 
Eq. 4, which takes account of the neutral depth. The results of variations of parameter c 
are shown in Fig. 10.

The average error of method B is only slightly influenced by the choice of the value of 
c and the error is zero for a value of 71.6 m. The standard deviation varies even less than 
the average error and remains nearly constant with 3.2 K. Thus, it is not shown in Fig. 10.

Discussion
Log extrapolation

The determination of the thermal disturbance at the surface is as a proxy for the 
unknown time since the end of mud circulation in a borehole. The larger the difference 
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a

b

Fig. 9  Average errors and standard deviations. Average error and standard deviation for variations of 
a parameter a and b parameter b. Given are normalised parameter values with a′ and b′ denoting the 
parameter variations and a and b the original values according to Eq. 1. Blue lines: results for method A; black 
lines: results for method B; red lines: results for method C. Solid lines: average errors; dashed lines: standard 
deviations

Table 2  Differences in  average error and  standard deviation due to  variations 
in parameters a and b.

The absolute differences are shown for variations of a and b between 50 % and 150 % of the original values (see Fig. 9)

Parameter Method A Method B Method C

� average error 
[K]

�σ [K] � average error 
[K]

�σ [K] � average error 
[K]

�σ [K]

a 15.78 8.43 2.03 2.40 2.09 1.60

b 1.71 0.72 0.01 0.12 0.21 0.19
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between the surface temperature and the extrapolated log temperature, the larger the 
disturbance of the temperature profile, i.e. the less the time which has elapsed since the 
end of mud circulation.

The linear extrapolation is based on the assumption that the thermal conductivity 
between the surface and the depths from which the extrapolation is carried out does 
not vary significantly. For the North German Basin and especially the wells used in 
this study, this assumption is valid as the sedimentary record in general does not show 
the presence of any major deviations in thermal conductivity between the intervals in 
question.

Although this general assumption is valid for locations where there are no shallow salt 
intrusions, the amount of uncertainty introduced by the linear extrapolation was deter-
mined. For this, log measurements from greater depths were used to extrapolate the 
value of the topmost log measurement and the differences were analysed (Fig. 5). The 
results indicate that the extrapolation leads to a small but systematic overestimation of 
the topmost log temperature (Fig. 6). The same probably applies to the extrapolation of 
the surface temperature even though this cannot be verified due to a lack of data.

In systems in which convection dominates the temperature transport even in the top-
most few hundred metres, an extrapolation as presented in this study would lead to 
much larger extrapolation errors. In general, the errors would depend on the position 
of the well within the convection cell and as such would be hard to quantify. Therefore, 
extrapolation should be avoided in these cases.

A systematic overestimation of the log surface temperature would lead to an overcor-
rection of the disturbed temperature logs. However, if method B (Eq. 4) is used for the 
correction, the maximum error is located at the surface and decreases with depth so that 
those depths which are of interest either for hydrocarbon or geothermal exploration are 
less affected. Moreover, the maximum error introduced by the extrapolation is on the 
order of a few degrees centigrade and therefore comparable to the errors introduced by 
other potential correction methods (Förster 2001).

If the lithology is taken into account and only data from sediment intervals with a 
comparable thermal conductivity are considered, the error may even be reduced. For the 

Fig. 10  The average error for method B for a varying parameter c (Eq. 4)
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results shown in Fig. 5, log measurements were used without regard to potential litho-
logical variations between the intervals from which the data were taken and those for 
which the extrapolation was executed.

The rather unexpected observation that extrapolations from greater depths show 
smaller deviations from the measured value (Fig. 6) can be explained by a feature shown 
by many temperature logs. This is that the logs exhibit a curvature close to the surface 
which cannot be explained by changes in thermal conductivity and which is not consist-
ent with the local thermal gradient. This curvature prevents extrapolations starting at 
200 m depth from providing better results than extrapolations starting at 500 m depth.

Cross‑over point

The determination of the cross-over point in Eq. 3 depends only on the final depth of the 
well. The underlying assumption here is that drilling progressed with a constant velocity 
for all analysed wells and that the relationship between the depth of the cross-over point 
and the final depth of the well will therefore be the same. However, this assumption is 
not necessarily correct. Equation 1 was derived by Förster (2001) with a regression coef-
ficient of 0.93 for 13 wells which were part of the analysis. Without detailed informa-
tion about the drilling process in these wells, no better correlation can be established. 
However, a better correlation could in theory be established for fields where—for several 
wells—multiple temperature logs were recorded at different times after the end of drill-
ing operations as well as detailed data on the drilling progress with time. In this case, the 
cross-over point could either be established depending on the final depth of the well or 
the drilling time.

Equations for correction

All of the correction methods analysed are based on an accurate knowledge of the cross-
over point. While method A only rotates the disturbed log around this point, methods B 
and C take more information into account.

Method A

Rotating the temperature log around the cross-over point leads to an overcorrection for 
temperatures below this point for deeper wells. This becomes apparent in Fig. 11 as the 
temperature at the final depth of the log (4800 m) is increased by more than 11 K to 
more than 151 °C, which is higher than the temperature recorded by a production test at 
nearly the same depth (140 °C).

The problem of overcorrection is also clearly seen in Fig.  8 as the temperature dif-
ference between corrected temperatures and measured production test temperatures 
increases with depth. Method A also exhibits the highest average error and the highest 
standard deviation of the three methods (Table 1).

Method B

Method B also rotates the disturbed log around the cross-over point, but also consid-
ers the variable duration of the thermal disturbance at different depths by the introduc-
tion of an additional term in Eq. 4. That different depths experience different thermal 
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disturbances was shown by Förster (2001), who displayed temperature logs for the well 
Grevensmühlen 1 which were recorded at different times after the end of mud circula-
tion. Even though the temperature difference between the first and the last measured log 
is more than 40 K close to the surface, it is much less at a depth of 5000 m (only about 20 
K). The cross-over point for this well is at about 2200 m.

The reason for this discrepancy is that different parts of the borehole have been sub-
jected to the thermal disturbance by the drilling mud for different periods of time. While 
the topmost part of the borehole experienced thermal disturbances for the duration of 
the entire drilling operation, the lowermost part of the borehole was in contact with the 
drilling mud for a comparatively shorter period of time. Therefore, taking this effect into 
account as in method B is mandatory for a realistic temperature correction.

However, the underlying assumption leading to the additional term of method B is that 
drilling progressed with a constant velocity from the surface to the final depth of the 
well. Of course, in reality this is not the case as the drilling velocity has to be adapted to 
the lithology. Moreover, technical problems may lead to delays so that the drilling time 
versus depth relation may not resemble a straight line with a constant slope but rather 
an irregular curve. If information about large variations in drilling progress is available, 
it should be incorporated into the correction. In such a case, Eq. 4 can be modified to:

where t(z) is the drilling time [d] taken to reach a given depth z and ttotal is the total mud 
circulation time [d].

Method B shows the smallest average error and standard deviation (Table  1), but it 
has the tendency to underestimate temperatures which have to be extrapolated from the 
existing temperature profile downwards. However, for depths covered by the tempera-
ture log profile, method B provides the best correction when compared to production 
test temperatures.

(6)Tcorr(z) = Tlog −

(

�T −
�T · z
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Fig. 11  Overcorrection of temperatures due to log rotation around the cross-over point. Temperature log 
measurements (black triangles), temperatures recorded during production tests (red diamonds) and log 
temperature data corrected according to method A (blue dots)
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Method C

Method C uses a different approach. For all the analysed wells, Förster (2001) calculated 
corrected temperatures for the final depth of the profile. The lower part of the disturbed 
log profile (below the cross-over point) was rotated to match these corrected tempera-
tures. In the upper part of the profile, the same correction as for method A was applied. 
The quality of this correction method strongly depends on the correct calculation of the 
lowermost profile temperatures. According to Förster (2001), most of the corrected tem-
peratures have errors of ± 3 to 5 K. As the lowermost temperatures experience the max-
imum correction with method C, the errors for temperatures between the cross-over 
point and the final depth should be lower. However, Fig. 8 shows that a large number of 
temperatures exhibit an error of more than 5 K. Therefore, the validity of the corrected 
lowermost profile temperatures given by Förster (2001) has to be questioned. However, 
due to a lack of independent data, it is not clear if method C may work well, or at least 
better, for a different data  set. An additional drawback of method C is the fact that it 
requires corrected temperatures at the bottom of the temperature profile and therefore 
cannot be used in areas where this information is lacking.

Sensitivity analysis

The three correction methods are all based on Eq. 1. The equation contains the empiri-
cally derived parameters a and b which themselves have a certain inherent uncertainty. 
Both parameters were varied in order to test the sensitivity of the results (Fig. 9).

If the parameters are varied within reasonable limits, neither method A nor method 
C will approach an average error of zero. It is therefore unlikely that the comparatively 
large average errors observed for both methods are due to the inherent uncertainty in 
the empirically derived parameters a and b. Rather these differences arise from system-
atic overestimation of the temperatures arising from the methods themselves.

In different basins, parameters a and b may vary by more than 50 % from the values 
determined for the North German Basin; they therefore need to be determined for each 
sedimentary basin independently. However, for each basin both parameters will describe 
the best-fit comparable to the situation in Fig. 9 of a′/a = 1 and b′/b = 1 , respectively. 
Given a new data set for a new sedimentary basin, the actual errors and standard devia-
tions shown in Fig.  9 may change slightly, but the general trends observable will be 
repeated. Thus, the conclusions regarding the systematic temperature overestimation of 
method A and C hold true even if the absolute values of parameters a and b may vary 
significantly in different sedimentary basins compared to the North German Basin.

The sensitivity of method B to variations in parameter c was also tested. Figure  10 
shows that the initial assumption of c = 50 m is close to the optimum value (for the 
given data set) of 71.6 m. Moreover, the results demonstrate that method B is not very 
sensitive to variations in c as the average error only varies by 0.2 K for a reasonable 
range of values analysed. Variations in c therefore lead to smaller changes in the average 
error than variations in parameters a or b (Fig. 9). Overall for method B, the choice of 
a value for parameter c is therefore not critical. However, to achieve the best-fit to the 
data, parameter c should be optimised for a minimal average error for each new data set 
individually.
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Application to other locations

The correction methods presented in this study were developed for wells in the eastern 
part of the North German Basin. In this area temperature logs of the same well but at 
different times since the end of mud circulation were available from which to derive an 
estimate for the cross-over point. Even though no similar data is available for other parts 
of the basin, it is likely that the correction methods can be applied there without any 
restrictions or increase in error. This is because the stratigraphy in the western part does 
not vary significantly from that in the east.

Moreover, Harrison et al. (1982) showed that for a series of wells in Oklahoma, there 
was little difference between rock temperature and disturbed temperature measure-
ments at depths of between 3,000 and 4,000 ft (about 915 m to 1220 m). Although infor-
mation about the final depths of the analysed wells was not available, the data indicate 
that the majority of wells was shallower than 10,000 ft (about 3050 m) drilled into meso-
zoic strata. Assuming that most of these wells targeted either the Spiro or Cromwell For-
mations, the average depths of bottom formation (average depth + average thickness) is 
1624 m and 1758 m, respectively. Thus, the cross-over points for these wells according to 
Eq. 1 and using parameters a and b as determined for the North German Basin are 900 
m and 953 m. This is in good agreement with the determination by Harrison et al. (1982) 
of the depth in which the temperature differences are minimal.

Therefore, it seems likely that Eq. 1, which was developed for the North German Basin 
is also applicable to other basins. However, in order to provide the best possible tem-
perature correction, parameters a and b of Eq. 1 should be determined for each new field 
anew—if the necessary information is available—to take possible influences of different 
lithologies into account.

Comparison to production tests

Validity of production test data

In order to check if the applied corrections lead to temperatures which are closer to the 
true formation temperatures than before, temperature measurements recorded during 
production tests were used. For several of the wells investigated, production tests con-
ducted after the temperature log measurements were available. However, not all of the 
production tests provide reliable temperatures as some of them record temperatures 
lower than the log temperatures. In these cases, extensive well operations were probably 
performed before the production test was carried out or the production test may have 
been preceded by an injection test which could account for the low temperatures. It is 
therefore not straightforward to identify production tests which can be used to check 
the quality of the correction methods. Thus, temperature data from production tests 
(but also other types such as BHT) are always verified by at least two persons before they 
are incorporated into the Geophysical Information System, which provided the data 
used for the comparisons.

The production test data available may still contain temperature measurements which 
do not reflect true formation temperatures but are too low. In this case, the systematic 
overestimation of temperatures by methods A and C would be less pronounced and 
the results in Table 1 and Figs. 7 and 8 would shift in their favour. However, the great 
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majority of the production tests would have to record significantly lower temperatures 
in order to result in methods A or C providing the best results. Given that 84 production 
test were used, this is highly unlikely. It can therefore be concluded that method B pro-
vides the best correction.

Interpolation or extrapolation to production test depth

The log interpolation and especially the log extrapolation can only be valid if the ther-
mal gradient is constant over the depths over which the interpolation or extrapolation 
takes place. In cases of log interpolation, this can be ensured as the log data will indi-
cate where changes in the thermal gradient occur. However, log extrapolation is fraught 
with difficulties as there is no guarantee of a constant geothermal gradient between the 
depths of the last log measurements and the depth of the production test.

This becomes apparent in Fig. 12, where the extrapolated and interpolated tempera-
tures for a number of production tests in one particular well are compared. The inter-
polated values were backed by a single log measurement from below the depth of the 
production tests. For extrapolation, this single measurement was ignored and only 
measurements to a depth of 3600 m were used. The extrapolated temperatures are sig-
nificantly lower than the interpolated temperatures and fail to follow the changing geo-
thermal gradient.

This problem can be avoided if no production test temperatures for which extrapola-
tion is required are taken into consideration. As a minimum requirement for meaning-
ful results, extrapolation should only be employed if there are no significant lithological 
changes over the extrapolated depth. If this information is not available, the average 
error with regard to the distance over which the extrapolation occurs can be used to 
assess the validity of the method.

The average error for the extrapolated log temperatures increases significantly for 
depth intervals over 1000 m for the analysed data set (Fig. 13), while up to 1000 m the 
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Fig. 12  Comparison of temperature extrapolation and interpolation for one well. Red diamonds: production 
test temperatures; blue symbols: interpolated (dots) and extrapolated (crosses) production test temperatures; 
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used both for interpolation and extrapolation so that the symbols overlap. No correction is applied
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temperature difference between production tests and extrapolated, corrected log tem-
peratures generally lies within a range of ± 10 K. Therefore, production test data which 
are more than 1000 m deeper than the last log reading were not taken into account to 
evaluate the quality of the correction methods as the reliability of the comparison is 
questionable.

However, the average errors for all three correction methods are higher for extrapo-
lated values than for interpolated values (Table  1). This indicates that the assumption 
that there are only minor changes in lithology is probably not valid for the data used. 
Nevertheless, method B still provides the best results both for interpolated as well as 
extrapolated temperatures.

Conclusion
Of the three temperature methods newly developed for correcting temperature log 
profiles for wells in the eastern part of the North German Basin, method B shows the 
best match between the corrected log temperatures and temperatures measured dur-
ing production tests. Even though the average error for this method is close to zero, the 
standard deviation of about 3 K indicates the variability of the data. However, a stand-
ard deviation of 3 K is well within the limits of other correction methods, which rely on 
much more information prior to the correction.

The advantage of method B compared to previously published correction methods is 
that in addition to the log values only information about the surface temperature and the 
final depth of the well are required. The amount of necessary correction does not depend 
on the time since the end of mud circulation in the well but is approximated by the dif-
ference between the true surface temperature and the surface temperature extrapolated 
from the disturbed log measurements. Therefore, this method introduces the possibility 
of correcting temperature readings even if vital information about the drilling process 
is missing and only basic information about the well and the temperatures is known. It 
therefore offers an opportunity not only to provide more accurate temperature data for 

Fig. 13  Temperature difference between production test temperatures and extrapolated log temperatures 
for the three correction methods. Blue dots: method A; black squares: method B; red crosses: method C
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existing fields, but also to determine whether depleted oil and gas fields are suitable for 
reuse by geothermal projects, which rely on very accurate thermal data.

Method B as well as the other two methods were developed to correct disturbed tem-
perature profiles from wells in the North German Basin. However, comparison with data 
from Oklahoma indicates that basic parameters used for the correction are very similar 
if not the same in other regions of the Earth. Thus, method B offers the possibility to cor-
rect disturbed temperature profiles with a minimum in information and is applicable not 
only to the North German Basin, but also to other sedimentary basins worldwide.
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